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Abstract Currently much of the pre-harvest fruit valuation
is still done by farmers or technicians that visually inspect
the pieces of fruit. However, this process has great limitations
since their decisions have high subjectivity and a thorough
analysis of the whole production, or even a significant part
of it, is unapproachable. Therefore, computer vision and
machine learning techniques are increasingly being intro-
duced into this process. In this work, we deal with the
problem of automatically identifying plum varieties at early
maturity stages, which is even difficult for the human expert.
To face that identification, we propose a two-step procedure.
Firstly, captured images are processed to identify the region
where the plum appears. Secondly, we determine the plum
variety using a deep convolutional neural network. Exper-
imental results show that the proposed system achieves a
remarkable behavior, with accuracy values that range from
91 to 97%.
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1 Introduction

Fruit consumption is essential for a healthy diet [20] thanks
to the great contribution of benefits thereof. Therefore, the
consumption of fruits and vegetables, both in the domestic
market as well as abroad, increasingly demands strict quality
parameters, as well as the objective of preserving for longer
time the fresh product in the market. Technicians and farm-
ersmust be equippedwith the necessary knowledge to ensure
that their products have the highest possible quality and to
predict early harvest characteristics and post-harvest behav-
ior, as well as the date of probable harvest. These predictions
will allow the farmer to take corrective agronomic measures
(if necessary) and to know the characteristics of his harvest
and thus to adapt to the demand of the markets.

Currently,much of the pre-harvest valuation of the fruits is
done with the visual appreciation of the farmer or technician,
which has great limitations, and their decisions have high
subjectivity because they depend on the experience and crite-
rion of the personwho does it. The fruit selection that is made
in the industry is still mainly based on visual selection by
operators, although artificial vision systems are increasingly
being introduced. The human factor is decisive in decision
making, but a thorough analysis of a production or part of it
is unapproachable. It seems reasonable with the technology
currently available to implement image analysis and com-
puter processing systems to facilitate decision making and
integrate all the information available and relevant.

Computer vision and machine learning techniques have
been successfully applied for food analysis in the last
years [1–3,5,14,16,17,21]. However, traditional machine
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Table 1 Description of the datasets

Dataset No. images Harvest time Maturity weeks

First maturity week (MW1) 121 9–13 of May 6 (Angelino, Owent) and 7 (BlackSplendor)

Second maturity week (MW2) 147 23–27 of May 8 (Angelino, Owent) and 9 (BlackSplendor)

Third maturity week (MW3) 127 13–17 of June 11 (Angelino, Owent) and 12 (BlackSplendor)

Fourth maturity week (MW4) 130 4–9 of July 14 (Angelino, Owent) and 15 (BlackSplendor)

All datasets (All_MW ) 525 – –

learning techniques employed were limited up to a point
since constructing a machine learning system required care-
ful engineering and considerable domain expertise to extract
a suitable set of features from the raw data to feed the learn-
ing system. This drawback has been overcome in the last
few years by deep learning techniques [9] that automatically
discover increasingly higher-level features instead of doing
it manually and have dramatically improved state of the art
in different fields such as speech recognition [6,12], object
recognition [8,15,18] and many other domains [4,11].

In this work, we explore the application of a deep learning
method for supervised learning known as deep convolutional
neural networks (CNN) [18,19] to deal with the automatic
identification of plum varieties at early maturity stages.
Although the automatic variety identification is mainly per-
formed after harvesting, we intend to assess our proposal’s
performance at pre-harvest stages since variety identifica-
tion is much harder than after harvesting. Visual differences
at pre-harvest stages are much more subtle, which poses a
major challenge even for a human expert. It is important
to point out that this work assumes the starting point for a
broader project that aims to design a much wider range of
pre-harvest validations, including aspects such as product
quality, diseases detection and optimal maturity assessment.

The rest of the paper is structured as follows. Section 2.1
describes input data and hardware equipment employed in
this work. Section 2 details the two-step method proposed to
characterize plum varieties: image segmentation (Sect. 2.2)
and plum variety classification (Sect. 2.3). Then, Sect. 3
shows the experimental study performed and the results
obtained. Finally, Sect. 4 presents conclusions and further
work.

2 Proposed system for studying and characterizing
plums

In this section, we further describe the system developed
in this work to study and characterize different varieties of
plums. This goal is achieved by performing two main oper-
ations. Firstly, images obtained by the capture process are
subjected to a segmentation process to extract the area of

the image in which the plum appears (Sect. 2.2). Finally,
we determine the variety of plums by means of a classifi-
cation process based on deep convolutional neural networks
(Sect. 2.3).

2.1 Experimental framework

In this section,we further describe the input data and the hard-
ware devices used in this work. Regarding the input data, we
have analyzed images of three plumvarieties highly extended
in Extremadura. These varieties are Black Splendor, OwenT
and Angelino and are characterized by its estimated recollec-
tion date. We have included in this work plum varieties with
a wide range of recollection dates, from early varieties, such
as Black Splendor, whose estimated recollection date is mid
June, to very late varieties recollected at the end of August,
such as Angelino, through OwenT that is recollected at the
beginning of July. Table 1 details the main features of each
plum variety used in this work.

For the capture of images, a Retiga-Exi scientific digital
camera (QImaging, Canada) has been used. This camera is
equipped with a ICX285 progressive scan CCD color sensor
(Sony, Japan) with a full resolution of 1392 × 1040 square
pixels and a bit depth of 12 bits per pixel. The lens mount is
type C and the communications interface is FireWire, pro-
viding up to 10 frames per second at full resolution and bit
depth. The main characteristics of this camera are the great
sensitivity and linearity in the response over a wide range of
luminance values. It also has very little thermal noise due to
its cooling system based on a Peltier thermoelectric cell.

All the image capture process was done in a GTI Mini-
Matcher Model MM-4e lighting booth equipped with four
light sources: Daylight 6500K simulator, Daylight 5000K
simulator, illuminant A simulator and an ultraviolet source
to measure fluorescence if it is needed. In particular, the D65
simulator, widely used in colorimetry, has been used for all
captures. The light booth has a spectrally neutral gray back-
ground N7 that facilitates the tasks of image segmentation
and is robust against changes of light source (Fig. 1).

Finally, we may highlight that the convolutional neural
network has been implemented using the Caffe library1 and

1 http://caffe.berkeleyvision.org/.
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Fig. 1 Image of the capture data process. The scientific digital camera
used is the one shown in black color in the center of the image (color
figure online)

has been trained on a GPU Nvidia GTX 1080 with 8GB of
RAM memory and 2560 computing cores.

2.2 Image segmentation

In this section, we summarize the segmentation process for
input images (Fig. 2a). Firstly, before each image capture
session, we obtain a background image of the scene without
any piece of fruit. The aim is to locate the region of the image
that contains the plum and keep just that part of the image,
as it can be observed in the image on the left from Fig. 2.
The region surrounding the plum can be filled with different
values, depending on the applied strategy (see in Sect. 3).
This process is called segmentation, and its main steps are
detailed as follows:

– We subtract the captured image with the piece of fruit
from the background image in RGB color space. This
process implies that those pixelswith the greatest tonality
difference correspond to the regions where the plum is
located.

– Weperform image thresholdingwith afixed threshold (40
in this work). This way, we obtain a preliminary region
that will be improved later.

– The region obtained as described above still has a strip
of background surrounding the plum. We calculate the
median value of the pixels of this strip in order to obtain
a mask closer to the real one and avoid variations in illu-
mination between captures.

– The subtracted image is thresholded with the median
value calculated before. Since the color background is
gray and that of the plum is greenish, the color varia-
tions between channels will be larger than a relatively
low value (we have set the threshold value to 10 in this
work) for those pixels corresponding to the plum.

– Later, we clean the mask by filling holes and applying
erosion and dilation.

– Finally, we obtain the final segmentation by multiplying
the mask and the original image and put it in a region of
256×256, since the CNNwill be fed with images of that
size.

2.3 Classification using deep convolutional neural
networks

In the last few years, a new area known as deep learning
have emerged in the field of machine learning. This new
area encompasses different techniques that are fundamen-
tally characterized by an hierarchical learning process in
which high-level structures are automatically build starting
from low-level ones across multiple layers, starting from the
raw data (i.e., the pixel values of an image).

Deep learning appears as an alternative to traditional
machine learning methods, which require a carefully selec-
tion of hand-designed features from which the classifier can
detect patterns by means of one, two at most, nonlinear
transformations of those features. These classical meth-
ods have proven to be quite effective to solve simple or
well-delimited problems, but encounter difficulties in deal-
ing with real-world complex problems such as object and
speech recognition. By contrast, deep learning techniques

Fig. 2 a An example of the
captured data. b Result of the
segmentation process using
zeros to fill the outside of the
plum
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Fig. 3 Alexnet architecture

have hugely improved the state of the art in such complex
tasks.

In this work, we focus on a deep learning technique
for supervised learning known as deep convolutional neu-
ral networks (CNN) [7,10], which has shown an outstanding
performance for visual objects recognition. CNN benefits
from the spatial structure of input data, that is, the images.
In doing so, CNNs use an architecture based on three key
principles [13]:

– Local receptive fields Each neuron of intermediate layers
is connected to a small region of the input layer. This kind
of layers are called convolutional layers.

– Shared weights and biasAll the neurons in a feature map
share these parameters. This way, these neurons become
specialized in identifying a particular feature in different
regions of the image. At the same time, the number of
parameters to be set during the network learning phase is
reduced notably.

– Pooling layer This type of layers receive as input each
of the feature maps and produce a new simplified feature
map. For example, in max-pooling layers, each neuron
produces an output with the maximum activation value
from a small region of feature maps.

In the last few years, multiple deep CNNs models have
been designed. For the purpose of the classification system
developed in this work, we have chosen Alexnet network
[8]. The latter was originally build to classify high-resolution
images from the IMAGENET dataset.2 Figure 3 depicts a
simplified scheme of its architecture.

Alexnet network is composed of five convolutional layers
and three fully connected. In contrast to convolutional layers,
neurons in fully connected layers are linked to all neurons

2 http://www.image-net.org/.

Table 2 Alexnet’s parameters for convolutional and max-pooling lay-
ers: filter size, number of filters and stride

Layer Convolution Max-pooling

Filter size No. of filters Stride Filter size Stride

First 11× 11 96 4 3× 3 2

Second 5× 5 256 1 3× 3 2

Third 3× 3 384 1 – –

Fourth 3× 3 384 1 – –

Fifth 3× 3 256 1 3× 3 2

in previous layer. Local-response normalization layers fol-
low the two first convolutional layers. Its aim is to promote
competition among nearby groups of neurons by diminish-
ing responses that are uniformly large in the neighborhood
and increasingmore pronounced responses [8].Max-pooling
layers are placed after the normalization layers and the fifth
convolutional layer. Table 2 summarizes the filter size, the
number of filters and stride for each layer.

3 Experimental results

In this section, the computational experiments to validate
the performance of the proposed system for the study and
characterization of plum varieties are performed. In order to
check the viability of our approach, five different RGB color
image datasets are created, featured by the number of plum
varieties (Angelino, BlackSplendor and Owent) and level of
maturity of each piece. Each dataset correspond to a specific
and disjoint maturity time. Since no more than 10–12 plum
pieces of each variety are available for dataset, each plum
is photographed from 4 different angles to raise the number
of patterns. These datasets were described in Table 1. It is
important to note that the harvest time is different for each
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Fig. 4 Plum varieties
distributed by maturity weeks.
The rows of each figure are
associated, from up to bottom,
with the varieties: angelino,
blacksplendor and owent,
respectively. a First maturity
week (MW1), b second maturity
week (MW2), c third maturity
week (MW3), d fourth maturity
week (MW4)

Fig. 5 Different types of input
data, highlighting the image fill
process. Initially, all approaches
resize the image to 256× 256
pixels. a The original ROI. The
outer region of the plum is filled
with b black pixels or c noise
pixels (color figure online)

dataset which implies that the images for each plum variety
could be different from one maturity week to another. It is
particularly evident in Fig. 4, where a representation of the
plum varieties of each dataset is displayed. Thus, the visual
similarity among the three classes is very high for the two
first maturity periods, specially in case of the Angelino and
Owent classes in the MW1 dataset, where differences are
practically indistinguishable.

A fivefold cross-validation strategy (5-cv) is applied in
order to carry out the quantitative experiments. This distri-
bution implies that the 80% of the images are for training
and the remaining ones are for testing on each fold. Thus, the
neural network approach is trained and tested with the image
data of each fold. The accuracy of the 5-cv is the mean of
the accuracy of the neural model of all the folds. In order to

avoid the bias in the fold creation (distribution of the images
on each fold), ten experiments of 5-cv are performed. There-
fore, 10× 5 neural models are computed and used to obtain
a global accuracy value in the plum variety recognition.

An study of the hyper-parameters of the convolutional
neural model is also performed. Only three hyper-parameters
are considered, namely the global learning rate (λ) which
modules the learning speed of the network, the number of
epochs (E) and the fill image method used to complete the
input image. The last parameter is related to the way in which
the plum image (input data to the model) is filled after the
segmentation, considering in this work three possibilities:
the region of interest around the plum previously segmented
(named as standard); fill the surroundings of the segmented
object with zeros (named black as strategy); and fill the same
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Table 3 Test values for all the
parameters Learning rate λ = 0.01, 0.005, 0.001

Epochs E = 500, 750, 1000

Image fill method T = black, region, noise

Dataset D = MW1, MW2, MW3, MW4, All_MW

The three first rows correspond to the hyper-parameters of the CNN. The last row indicates the different
datasets studied. In total, 135 configurations of the CNN are performed using an unbiased methodology

Table 4 Accuracy values
(higher is better) for each
dataset and plum variety or class
(first and second columns)

Dataset Class Standard Black Noise

MW1 Angelino 0.8571±0.016 0.9143±0.020 0.8619±0.019

BlackSplendor 0.9857±0.012 0.9881±0.013 0.9619±0.017

Owent 0.8489±0.020 0.9178±0.021 0.8289±0.030

All 0.8960±0.010 0.9395±0.008 0.8829±0.011

MW2 Angelino 0.9883±0.011 0.9917±0.012 0.9767 ± 0.018

BlackSplendor 0.8822±0.035 0.9533±0.016 0.8622±0.052

Owent 0.8976±0.030 0.8952±0.044 0.8738±0.039

All 0.9299±0.015 0.9526±0.014 0.9123±0.019

MW3 Angelino 0.9754±0.012 0.9930±0.009 0.9825±0.000

BlackSplendor 1.0000±0.000 1.0000±0.000 0.9944±0.012

Owent 0.9424±0.022 0.9091±0.000 0.9091±0.000

All 0.9739±0.008 0.9731±0.004 0.9669±0.004

MW4 Angelino 1.0000±0.000 1.0000±0.000 1.0000±0.000

BlackSplendor 0.9604±0.012 0.9792±0.014 0.9521±0.017

Owent 0.8905±0.023 0.9143±0.049 0.9048±0.050

All 0.9674±0.005 0.9784±0.010 0.9667±0.010

All_MW Angelino 0.9626±0.012 0.9680±0.011 0.9475±0.008

BlackSplendor 0.9047±0.016 0.9170±0.024 0.8544±0.022

Owent 0.8241 ± 0.022 0.8482 ± 0.027 0.7248 ± 0.038

All 0.9071 ± 0.010 0.9198 ± 0.014 0.8584 ± 0.014

Each row represents a different plum variety (angelino, blacksplendor and owent). The studied image fill
proposals are shown from the third to the fifth columns. Last row for each dataset displays the global accuracy
for all the classes. Best results for each dataset and plum class are highlighted in italics. Best results for each
dataset and all plum classes are highlighted in bold

Table 5 Best accuracy values
(higher is better) for each
dataset

Dataset Best accuracy Parameters

MW1 0.9395 ± 0.008 T = black, E = 1000, λ = 0.001

MW2 0.9526 ± 0.014 T = black, E = 1000, λ = 0.005

MW3 0.9739 ± 0.008 T = region, E = 750, λ = 0.01

MW4 0.9784 ± 0.010 T = black, E = 1000, λ = 0.005

All_MW 0.9198 ± 0.014 T = black, E = 1000, λ = 0.01

Each row represents the best parameter, together with the metric value obtained

parts with noise pixels (named noise), i.e., RGB values from
(0,0,0) to (255,255,255) obtained randomly from an uni-
form distribution. A representation of each strategy can be
observed in Fig. 5. According to the learning of the con-
volutional neural model, it should be noted that the current
learning rate is reduced during the learning process, decreas-
ing by 10% each E/3 times.

A summary of the values for each one of the studied
parameters is presented in Table 3. Thus, the validation
strategy to obtain fairmeasures of the performance (10 exper-
iments× 5 folds) is applied for each of the 135 configurations
considered.

Next, the results obtained by the classification approach
should be analyzed. Tables 4 and 5 present these accuracy
results by each dataset. Specifically, in Table 4 best results
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Fig. 6 Confusion matrices for all the datasets analyzed, by training
the convolutional neural network with the best parameter configuration
(Table 5). The row dimension indicates the real plum variety, while the

column dimension reflects the predicted plum variety. The clearer the
blocks on the diagonal, the greater the accuracy of the method

are obtained by plum variety (Angelino, BlackSplendor and
Owent) and over the whole dataset (All label, in the table).
This information is aggregated by the image fill method, in
order to identify the best way to complete the image as input
data. The shown accuracy is the best one taking into con-
sideration the remaining hyper-parameters (learning rate and
epoch). Table 5 summarizes the model with best accuracy for
each dataset and indicates the values of the parameters. Fur-
thermore, and also related with the experimental results, the
confusion matrices for each dataset, which show the errors
between the predicted plum variety by the model and the real
one, are displayed in Fig. 6. The clearer the blocks on the
diagonal, the greater the accuracy of the method. If a block
outside the diagonal is not very dark, it implies that, given
a plum image, there is an error between the output of the
network (prediction) and the actual class to which it belongs.
For example, by observing the results of MW1 and MW3, it
is noted that the blocks relating to the varieties Angelino and
Owent present more brown tones than blocks relating to the
BlackSplendor class. Therefore, and in view of the results,
we can make the following comments:

– The accuracy values for all datasets are very remarkable,
all of them above 90%.

– The best image fill method is black since it improves the
results in four of five of the datasets analyzed. In fact,
the results outperform the 94% of success, and in some
datasets as MW1 the visual difference between varieties
is practically indistinguishable (see Fig. 4a).

– Although the datasetAll_MW is the aggregation of all the
plum patterns of different maturity weeks (MW1, MW2,
MW3 and MW4) and has a greater number of patterns,
there is a larger variability in the images of each variety,
which implies a less accuracy rate.

– In general, the most complex plum variety to distinguish
is Owent, due to its similarity in the first two weeks with
Angelino and its similarity the lastweekwithBlackSplen-
dor.

– As discussed above, and according to Table 5, it is
observed that the varieties are harder to differentiate in
the first weeks of maturation than in the latter, as is visu-
ally observed in Fig. 4.

On the other hand, the results observed in Fig. 7 try to iso-
late the values of the hyper-parameters and check their effect
on the performance of the CNN. For this, the success rates of
the configurations with a specific value of each parameter are
obtained and the mean and standard deviation are computed.
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Fig. 7 Parameters robustness
according to the accuracy. Each
bar corresponds to a value of the
three parameters studied,
namely fill type, learning rate
and epochs, while the blue line
for each bar indicates the
standard deviation
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It is observed that the classification improves when the input
image is filled with zeros, the learning rate is medium/high
and the number of epochs is high, so that the network can
effectively learn the discriminant features for the distinction
of plum varieties.

4 Conclusions and future work

In this work, we have proposed a system to analyze and char-
acterize three different plumvarieties at earlymaturity stages:
Black Splendor, OwentT and Angelino. The system is com-
posed of a first stage to capture and segment plum images
and, then, a second stage where a deep convolutional neu-
ral network classifies the images previously processed. The
accuracy obtained ranges from 91 to 97%, which is very
remarkable given the difficulty of this task at early maturity
stages, even for a human expert.

The promising results achieved in this work make us con-
sider other interesting avenues of research. On the one hand,
we plan to improve the system to face other challenges in
automatic variety identification of fruits using images such as
occlusion caused by leaves, branches or other fruits and vari-
ance in natural illumination or scale. Secondly, we intend to
include the automatic identification of other fruit issues such
asmaturity stage, quality, and diseases using additional infor-
mation sources such as hypersprectal and thermal images.
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